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The complex behaviours of schools of fish1 and swarms of  
bacteria2,3 can be emulated in soft-matter systems that 
assemble into flocks4,5 and active nematics6, respectively. 
These artificial structures emerge far from thermodynamic 
equilibrium through the process of dissipative self-organi-
zation, in which many-body interactions coordinate energy 
dissipation. The development of such active matter has deep-
ened our understanding of living systems. Yet, the applica-
tion of dissipative self-organization has been restricted to 
soft-matter systems, whose elements organize through their 
respective motions. Here, we demonstrate dissipative self-
organization in solid-state photonics. Our structure consists 
of a random array of Fabry–Pérot resonators that are exter-
nally driven and interact coherently through thermo-optical 
feedback. At sufficient optical driving power, the system 
undergoes a phase transition into a robustly organized non-
equilibrium state that actively partitions energy dissipation, 
while displaying resiliency to perturbations and collective 
memory7,8. Self-organizing photonics opens possibilities for 
developing scalable architectures and life-like networks for 
brain-inspired computation9,10.

In dissipative self-organization, the coordination of energy dis-
sipation through many-body interactions leads to the emergence of 
order far from thermodynamic equilibrium11. This process is preva-
lent in nature and observable in systems ranging from flocking birds12 
to weather patterns13. Artificial realizations of dissipative self-organi-
zation have been achieved in soft-matter systems that are externally 
driven, typically through mechanical4,14, chemical15,16, electric5,17 or 
magnetic means18,19. By continuously balancing energy dissipation 
with supply, many-body interactions maintain the system in a stable 
configuration that can exhibit life-like adaptability11, a memory of dis-
sipation history7,8, and often remarkable functionalities. As examples, 
hydrodynamic interactions can produce symmetry-broken flock-
ing5 and asymmetric phonon propagation14,20, while coherent wave 
interactions have led to the self-organization of self-healing bandgap 
crystals21. So far, the application of dissipative self-organization has 
been limited to soft-matter systems, in which the coordination of dis-
sipation is achieved through the motion of elements. Developing this 
concept in solid-state photonics could enable the formation of new 
devices that are dynamically reconfigurable and embedded with life-
like functionalities. Such collective architectures might help realize 
new states of driven matter22,23 and all-optical platforms for collective 
memory and neuromorphic computation9,10.

Here, we report a solid-state system that is driven far from equilib-
rium and organizes with self-adaptive order through dissipative self-
organization. Our silicon-based structure consists of a disordered 
array of Fabry–Pérot resonators (Fig. 1a) that are driven by a continu-
ous-wave laser. Under coherent driving, dissipative self-organization 
is revealed as a phase ordering between elements21. For optical waves, 
phase is accumulated in space by the product of xn—which we define 

as the optical space—where x is the real-space distance and n is the 
refractive index24. Here, the role of motion, Δ​x, can be substituted 
by changes in the refractive index, Δ​n. This equivalency enables dis-
sipative self-organization to be applied to solid-state platforms that 
organize through changes in the refractive indices of elements.

When the one-dimensional array of thermally insulated resona-
tors is exposed to a coherent drive, the absorption of the drive by 
the elements leads to local increases in temperature (see Methods). 
Phase organization arises spontaneously due to thermo-optical25 
feedback between wave scattering and absorptive heating. Even 
though the elements are fixed in space, their increase in tem-
perature leads to a growth in optical length, defined as lni(Ti), 
where l is the physical length, Ti is the temperature and ni(Ti) is 
the temperature-dependent refractive index of the ith resonator. 
Eventually, a steady-state configuration characterized by an ordered 
optical-phase distribution is reached (Fig. 1b). Similar dynamic 
ordering emerges regardless of the random spacing between ele-
ments (Supplementary Fig. 1). A typical time evolution is shown in  
Fig. 1c, which illustrates the dynamics of the phase ordering when 
driven at 1,064 nm. The corresponding non-uniform temperature 
dynamics (Fig. 1d) emphasize that this system self-organizes far 
from equilibrium by collectively balancing the input energy with 
thermal dissipation, defined as jth,i(t) =​ 4hTi(t) for the ith resonator 
(see Methods). During the transient evolution the total dissipation, 

= ∑j t j t( ) ( )N ith th,
, monotonically increases toward a maximum at 

steady state (red curve in Fig. 1d). While the synchronization26,27 
and the locking28 of amplified modes have been reported in non-
linear photonic platforms, here collective phase ordering arises 
entirely through dissipation amongst passive elements.

The emergent phase order is revealed by the formation of a 
depletion band in the transmission spectrum, whose edge is fixed 
to the wavelength of the drive (observed numerically in Fig. 1e). 
This response is experimentally confirmed using an array of ther-
mally insulated silicon resonators (see Methods and Supplementary  
Fig. 2). Our sample is driven by a laser diode (1,064 nm) and the 
transmission spectrum is probed using a counter-propagating 
supercontinuum laser (Fig. 2a; see Methods). At low drive power 
(that is, before self-organization) the transmission spectrum is fea-
tureless around 1,064 nm (black curve in Fig. 2b). At higher power a 
depletion band emerges with an edge fixed by the wavelength of the 
drive (dark red and red curves in Fig. 2b). This feature is reproduc-
ible and experimentally observed in many samples with different 
slab thicknesses and random spacings, as well as in samples with up 
to 12 elements (Supplementary Fig. 3). Numerical simulations also 
show that the depletion band can be spectrally tuned by dynami-
cally changing the drive wavelength (Supplementary Fig. 4). Similar 
gapped responses can emerge in coherently driven ensembles of 
mobile scatterers that uniformly dissipate kinetic energy21. Here, 
this feature arises through the non-uniform dissipation of ther-
mal energy, which suggests that a more general phenomenon may  
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govern the emergence of phase order in systems that dissipate 
coherent energy.

The system undergoes a phase transition into a locked con-
figuration—self-sustained despite increasing drive power—which 
demonstrates signatures of dissipative adaptation7. Below 80 mW, 
increasing the drive power causes spectral features to redshift  
(Fig. 2c), while both the distribution of temperatures and the total 
dissipation evolve erratically (Fig. 2d). Above this threshold power, 
the depletion band emerges and the spectrum remains unchanged 
despite increases in the drive power (dark red and red curves in  
Fig. 2b and intensity plot in Fig. 2c). This spontaneous ordering 
of the photonic response describes a phase transition into a highly 
dissipative ‘locked steady state’ characterized by a sudden increase 
in jth (red curve in Fig. 2d). This state displays signatures of an 
adaptive partitioning of energy dissipation, as illustrated by indi-
vidual temperatures, which evolve linearly with drive power above  
the threshold (fitted dashed lines in Fig. 2d). The spontaneous  
coordination of energy dissipation is a hallmark of dissipative self-
organization29, with phase transitions into organized states also 
observed in different systems5,30. Here, optical absorption pro-
duces a strong intensity-dependent response, which is in contrast 

to the intensity-independent order emerging in systems that uni-
formly distribute and dissipate kinetic energy through the transfer 
of momentum21. The experimental temperatures plotted in Fig. 2d 
are extracted from the radiation of the slabs, which are obtained 
through thermal imaging (Fig. 2e) and calibrated using the spectral 
response of isolated slabs (see Methods and Supplementary Fig. 5). 
All measurements are taken at steady state, which is reached after a 
transient time of ~250 μ​s (Supplementary Fig. 6b).

The properties of self-adaptation are enforced by a strong  
attraction towards the locked steady state, which produces a 
dynamic response robust to external perturbations. The resiliency 
of our sample to thermal perturbations is probed by modulating  
its temperature with a blue laser that is incident from out of plane 
(see Methods). With the drive off, the structure responds strongly 
to the blue-laser perturbation as seen by the large variation in 
the transmission spectrum (Fig. 3a). Above the phase transition, 
this variation is reduced and the transmission spectrum appears 
robustly locked (Fig. 3b). The transition from the unlocked to the 
locked regime is revealed in Fig. 3c, which plots the spectral decor-
relation in response to the perturbation as a function of the drive 
power (see Methods). Just before the transition we see a dramatic 
increase in decorrelation due to a bifurcation effect. At this transi-
tion, the perturbation forces the system to jump back and forth 
between the locked and unlocked states, resulting in large changes 
in the transmission spectrum. At lower power the system is sus-
tained in an unlocked steady state with higher decorrelation than 
the locked state, which probably has a stronger basin of attrac-
tion. In this locked state, robustness originates from a spontane-
ous reconfiguration of the thermal distribution (Supplementary 
Fig. 7a–c), which tends to reduce the average rise in tempera-
ture of the ensemble. This robustness is reinforced by increasing  
the number of elements in the system (Supplementary Fig. 7d). 
Similar adaptive behaviours have been observed in other non- 
equilibrium systems21,31–33, where collective resiliency to pertur-
bation arises through the continuous and nonlinear attraction 
towards steady state.

The existence of bifurcations in our system leads to collective 
memory effects that are revealed through adiabatic tuning of the 
drive intensity. We observe hysteresis in the temperature profile of a 
four-slab sample when scanning across the phase transition (Fig. 4a 
and Supplementary Fig. 8). The direction of hysteresis indicates that 
the structure tends to remain in a higher dissipative state even when 
the drive is reduced below the original transition power. Hysteresis 
is observable in single slabs and originates from the interaction 
between the drive and the Fabry–Pérot resonance (Supplementary 
Fig. 9a–c). With increasing drive power a bifurcation leads to the 
coexistence of two dynamic attractors (Supplementary Fig. 9d,e). 
The thermal configuration before bifurcation determines toward 
which steady-state attractor the system converges. While hysteresis 
has been reported previously in self-organized structures34–36, here, 
collective memory is observed, leading to the emergence of hidden 
states only accessible through specific driving schemes. These states 
are not observable with single slabs, but instead require a higher 
dimensionality, provided by multiple slabs. An example of such a 
state appears within the phase transition of a five-slab structure with 
decreasing power (Fig. 4b,c). This state (labelled in Fig. 4c) differs 
from other observed states in both its transmission spectrum and 
thermal profile. The thermal profile of the hidden state shows more 
elevated temperatures (corresponding to higher dissipation) than 
its degenerate state, as well as a unique temperature distribution 
in which the second slab is the hottest (insets in Fig. 4b,c). Path-
dependent responses make any analytical interpretations of the 
steady-state condition challenging; however, we observe a tendency 
for the system to remain in higher dissipative states as it traverses 
circuitous trajectories in phase space (see Supplementary Fig. 10 for 
a simulated example). Such trajectories emphasize how the history 
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Fig. 1 | Self-organization of optical phase. a, Diagram depicting the 
structure in real space. A coherent drive (red arrow) propagates through 
a random array of thermally insulated Fabry–Pérot resonators (grey 
slabs). The phase distribution for the drive field’s intensity, 2φ (red lines), 
is plotted along with the forward-propagating component of the phase 
(dashed lines). Thermo-optical feedback between wave scattering and 
heat dissipation (orange arrows) drives the elements, initially at room 
temperature (t =​ 0), towards a non-equilibrium steady state (t =​ tss) with  
a non-uniform thermal distribution (red-to-grey colour). b, In optical 
space—where physical distances x are replaced by optical distances  
xn—the elements’ effective sizes increase with temperature (growth shown 
with dashed lines). The phase evolves from an initially disordered (black 
dots) to an ordered (red dots) distribution. c, Simulated dynamics of  
the phase distribution during the self-organization of five randomly placed  
10.5-μ​m-thick silicon slabs. d, Simulated dynamics of individual temperatures. 
On average, the elements closer to the drive reach higher temperatures; 
however, monotonic temperature ordering is not required. The total 
dissipation jth increases towards a maximum at steady state (red curve). 
e, Transmission spectrum before (t =​ 0, black) and after (t =​ tss, red) self-
organization, with the emergent depletion band highlighted in red.
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of dissipation7,8 can trigger the emergence of new states and enable 
the storage of information through a collective memory.

In contrast with soft-matter systems, we have demonstrated that 
dissipative self-organization can occur without motion to produce 
self-adaptive behaviours in a solid-state photonic platform. We have 
shown the spontaneous phase ordering of a many-body structure, 
which efficiently dissipates the optical drive and displays a collec-
tive resiliency to thermal perturbations. By utilizing thermal imag-
ing, we were able to directly observe the spontaneous organization 
of thermal dissipation and characterize its coordination. Our work 
might open routes for observing self-organization in inherently 
lossy material systems (for example, plasmonics37). Collective orga-
nization can also be envisioned to address technological issues, such 
as for the self-correction to fabrication disorder38 or the resiliency to 
environmental perturbations. Finally, dissipative self-organization 
in solid-state photonics may enable the physical realization of col-
lective memory for perspectives in optics-based artificial intelli-
gence and the emulation of collective behaviours of living matter10.

Online content
Any methods, additional references, Nature Research reporting 
summaries, source data, statements of data availability and asso-
ciated accession codes are available at https://doi.org/10.1038/
s41566-018-0278-1.

Received: 20 June 2018; Accepted: 12 September 2018;  
Published: xx xx xxxx

50 100 150 200 250 300

20

40

60

80

100

120

140
0 20 40 60 80

1,050 1,060 1,070

Wavelength (nm)

0

Locked
U

nlocked

Temperature (°C)

20

40

60

80

100

120

140

D
riv

e 
po

w
er

 (
m

W
)

c d e

a b

Drive Probe

Slab 1

Slab 2

Slab 3

Slab 4

Slab 5

D
riv

e 
po

w
er

 (
m

W
)

1,
05

8
1,

06
0

1,
06

2
1,

06
4

1,
06

6

Wavelength (nm)

0

0.02

0.04

0.06

0.08

T
ra

ns
m

is
si

on

jth (MW m–2)

Fig. 2 | Phase transition to the organized steady state. a, Electron microscope image of five thermally insulated resonators (each dissipating  
heat, orange arrows), driven by a 1,064 nm laser (red arrow) and probed with a counter-propagating supercontinuum laser (yellow arrow).  
Scale bar, 20 μ​m. b, Transmission spectrum before (black curve) and after (dark red and red curves, at increasing drive powers) self-organization 
showing the emergence of a depletion band (shaded in red) fixed by the 1,064 nm drive (dashed line). c, Intensity plot of the transmission spectrum 
versus drive power (drive wavelength superimposed with dashed line) depicting the transition to the locked state. Horizontal lines correspond to  
the data slices in b. d, Temperature distribution of the five slabs versus drive power. The structure is heated above room temperature, using  
an out-of-plane blue laser, to improve contrast with the background. Cooperative heat dissipation is observed above the phase transition, where  
all temperatures linearly increase with drive power (fits shown as black lines). This transition corresponds with a sudden increase in the total 
dissipation (red curve). e, Thermal images of the structure at the three drive powers (outlined black to red, with colours corresponding to the  
powers in panels b–d).
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Fig. 3 | Resilience to thermal perturbation. a, Transmission spectra  
at two dynamic extrema when the undriven structure is exposed  
to thermal perturbation. b, Spectrum extrema under the same 
perturbation, but with the structure driven at 1,064 nm (dashed line) 
into the locked steady state. In this regime, the optical modes can 
each experience a different perturbation due to the non-uniform 
reorganization of thermal energy among the slabs (Supplementary 
Fig. 7a–c). c, Spectral decorrelation (normalized by the measured 
decorrelation of the locked state) as a function of pump power.  
Black and red data points correspond to data from a and b, respectively. 
The phase transition from the unlocked to the locked state is delineated 
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Methods
Numerical model. We modelled the N dielectric resonators with randomly  
spaced slabs of identical thickness, l =​ 10.5 μ​m (mean spacing =​ 30 μ​m, s.d. 
of spacing =​ 4 μ​m). The optical field that propagates through the system was 
computed with a transfer matrix (TM) method, in which each slab is associated 
with a complex refractive index, = +n n ini i i

re im, that is a function of the local 
temperature Ti (defined as the difference from room temperature). The evolution  
of local temperatures is described by the heat equations

ρ + =lC
T
t

t h T t P t
d
d

( ) 4 ( ) ( )i
i i

in which Pi(t) (in W) is the absorbed power computed through TM simulation, 
h =​ 40,000 W m−2 K−1 is the coefficient of thermal dissipation to the surroundings, 
estimated through 2D finite element modelling (FEM) simulation and weighted 
by a factor 4 to match the experimental time constant (Supplementary Fig. 6), 
ρ =​ 2,330 kg m−3 is the density of silicon and C =​ 700 J kg−1 K−1 is the specific heat of 
silicon39.

The modification of refractive indices with temperature was modelled by a 
linear increase in the real part, β= . +n T3 55i i

re , and an exponential increase in the 

imaginary part, 








= . + × −( )n 0 8 1 10i
T bim

295
4i , where β =​ 2.2 ×​ 10−4 K−1 and b =​ 4.25 

correspond to the thermo-optic parameters of intrinsic silicon40. Starting from 
elements at room temperature, the evolution of the system was obtained through 
an iterative approach. The absorbed intensity was computed for each slab at time t. 
Next, the distribution of temperature at time t +​ Δ​t, where Δ​t =​ 1 μ​s is the time step 
in our simulation, is given by





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The calculated new temperatures were fed back into the TM model through a 
modification of the refractive indices.

The thermal confinement within the resonators was modelled through 
FEM simulations (Supplementary Fig. 2a). Silicon was modelled with a thermal 
conductivity of λSi =​ 149 W m−1 K−1, and the layer of silicon oxide by a conductivity 
of λSiO2 =​ 1.4 W m−1 K−1. In a two-element array, a source term was introduced on the 
first slab to mimic its optical absorption. The thermal loss coefficient h was estimated 
from the linear increase of the temperature of the first slab with optical absorption. 
From this simulation we calculated the expected crosstalk between elements induced 
by conduction through the substrate, which is estimated to be about 4%.

Sample fabrication. Samples were fabricated through anisotropic wet etching of 
silicon-on-insulator chips with a 15 μ​m [110]-oriented device layer and a 1.5 μ​m 
oxide layer (Supplementary Fig. 2b). This oxide layer promotes thermal insulation, 
which is required to reach high temperatures. A silicon nitride hard mask (100 nm 
thick) was grown on the wafers first using low-pressure chemical vapour deposition 
and then chips were patterned using ultraviolet photolithography (ma-P 1215 
photoresist and ma-D 533/S photodeveloper) and reactive-ion etching (SF6 and O2). 
Structures were patterned at chip edges and oriented along the [110] crystal axes.

Slab thickness and spacing were varied from sample to sample. The width of 
all slabs started out at 120 μ​m and were sacrificially etched to around 30 μ​m during 
wet etching, achieved using a 30% KOH solution (80 °C). After etching, all slabs 
were 15 μ​m tall, which was achieved using the oxide layer as an etch stop. KOH 
etching of [110]-oriented silicon wafers exposed the [111] crystalline faces41, which 
can be used to create high-quality Fabry–Pérot resonators42. After KOH etching, 
the slabs were partially undercut using buffered 10:1 HF to improve the thermal 
insulation from the substrate. The sample geometry used to collect data for Figs. 
2 and 3, Fig. 4a, and Fig. 4b, respectively, consisted of slabs defined to be 12, 16, 
and 16 μ​m thick with [22.7, 20.5, 10.5, 22.7], [28, 30, 26] and [19.5, 19.5, 19.5, 
19.5] μ​m centre-to-centre spacings. In general, slabs with thickness below 10 μ​m 
are difficult to use as the accumulated phase across the slabs scales with thickness, 
and the higher power required to observe a phase transition readily burns the 
sample. Thermal radiation between elements separated by tens of micrometres is 
greatly limited43, which in the ideal case of blackbody emitters (assuming 200 °C 
temperature difference) contributes to heat flow orders of magnitude smaller than 
the heat conduction through the substrate.

Optical set-up. Samples were mounted to a gimbal stage and oriented co-axially 
with the continuous-wave drive laser (1,064 nm, horizontally polarized).  
The drive laser had a Gaussian profile focused to a 5 μ​m beam diameter  
with a 170 μ​m Rayleigh range. This beam profile under-filled the slabs, which 
were 15 μ​m tall and 30 μ​m wide (inset, Supplementary Fig. 2b), and whose 
array extended no deeper than 150 μ​m from the edge of the chip. A counter-
propagating probe beam consisting of a home-built supercontinuum laser 
(1,000−​1,090 nm, vertically polarized) was used to illuminate the sample 
from behind. The probe laser heated the sample negligibly, as its power 
was maintained below 10 mW with a fluence spread over eight times the 
area of the drive. The probe laser was passed into a confocal set-up using a 
polarizing beamsplitter and sent to an infrared spectrometer for transmission 
measurements. We fully removed the drive laser from the spectrum by time 
gating the spectrometer. The drive laser was turned off for 20 μ​s every 1 ms, 
during which time the spectrometer was triggered to measure the spectrum. 
This 20 μ​s window is much shorter than the 120 μ​s thermalization time of 
the structure (Supplementary Fig. 6c,d), ensuring that our measurements 
corresponded well with the steady-state response of our system.

A third laser (100 mW, 450 nm) was focused onto the sample to both raise the 
temperature of the slabs above room temperature (for better thermal visualization 
against background) and to temporally perturb the structure. For the perturbation 
studies performed in Fig. 3 this laser was modulated at 1 Hz using a rotating 
neutral density filter wheel. We acquired 1,000 transmission spectra (Si) spanning 
approximately 17 cycles of the blue laser. The decorrelation was then calculated 
by 1 −​ 〈​ρi,j(Si,Sj)〉​, in which 〈​ρi,j(Si,Sj)〉​ stands for the mean value of the correlation 
between all the measured spectra. Thermal images of the structure were acquired 
using an infrared camera (Goodrich SU640HSX) with a 1,400 nm long-pass filter.

Thermal measurement. The steady-state temperatures of each slab were measured 
from the intensity profile of their thermal images. Since the random position of 
each slab along the array is known, we fitted the image to multiple Lorentzian 
curves and calculated the thermal radiation intensity (Supplementary Fig. 5c). 
This fitted intensity was mapped to an absolute temperature using a calibration 
curve, obtained from measuring the response of isolated slabs (Supplementary 
Fig. 5b). We measured both the thermal image profile and the transmission 
spectrum of three separate isolated slabs as a function of increasing drive power 
(Supplementary Fig. 5a). The absolute temperature was calculated relative to  
room temperature using the spectral shift of a single slab, which was fitted to a 
Fabry–Pérot response. This calculation assumes a thermo-optic coefficient for 
silicon of β =​ 2.2 ×​ 10−4, which is expected to be constant over our temperature 
range44, and a room-temperature refractive index of 3.55. The different responses 
of the three different isolated slabs were used to quantify error bars for our 
calibration curve. Experimental errors (insets in Fig. 4b,c and Supplementary  
Figs. 8 and 5c) were calculated by combining the calculated uncertainties  
(in standard error) from the Lorentzian fit and the absolute temperature 
calibration—the latter of which is the dominant source of error due to  
slab-to-slab variability in both thickness and thermal radiation intensity.

Data availability
The data that support the plots within this paper and other findings of this study 
are available from the corresponding author upon reasonable request.
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